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Figure 1: Soft shadows rendered by our algorithm for several scenes.

1 Introduction

Soft shadow generation is a challenging problem in realistic render-
ing. Previous methods using shadow map or shadow volume work
well for point light sources but are difficult to be extended to area
lights. This paper presents a new method for fast soft shadow gen-
eration under dynamic area light sources. Our algorithm encodes
the depth distribution of the scene into a coarse depth grid in a pre-
liminary pass from the light point of view. In the second pass, the
scene is rendered from the camera viewpoint to capture the front-
most layer. During deferred shading, the area light is sampled and
the irradiance of each shaded pixel is accumulated along the ray.
Experimental results demonstrate high quality soft shadows with
interactive performance for dynamic scenes and lighting.

2 Our Approach

We assume the objects in the scene to be water-tight and non-
intersected with each other so that the ray intersects the objects in
pairs. The algorithm starts by setting the view point to the cen-
ter of the area light. The depth range of each pixel is divided into
16 subintervals uniformly to form a depth grid. We utilize 8 MRT
buffers and initialize them to 0. Each two consecutive MRT chan-
nels are bind into pairs as described in [Liu et al. 2009]. Within
each subinterval, fragments on the front faces will update the first
channel, while those on the back faces will update the second chan-
nel using MAX blending. After the geometry pass, the depth val-
ues of the furthest fragment within each subinterval can be restored
from the channel pair and negated if it is on a back face. In the sec-
ond pass, the scene is rendered from the camera viewpoint to obtain
the shaded points and re-project them to the light space.

z j,p > 0 Occluded
zi,p=0 z j,p < 0 Non-occluded

z j,p = 0 Non-occluded
z j,p > 0 Occluded

z < |zi,p| z j,p < 0 Non-occluded
zi,p > 0 z j,p = 0 Non-occluded

z > |zi,p| Occluded
z < |zi,p| Occluded

zi,p < 0 z > |zi,p| Non-occluded

Table 1: Visibility calculation for current subinterval
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Light Ray
Scene Triangles Samples Samples FPS

10X10 10 17.2
Budda 1.087M 10X10 20 8.1

10X10 10 23.1
Torus-knot 2.8K 10X10 20 11.7

10X10 10 16.2
Armadillo 213K 10X10 20 13.0

Bunny with 10X10 30 6.7
stairway 69K 20X20 30 1.7

Room with 10X10 50 2.2
furniture 3.5K 20X20 50 0.5

Table 2: Performance of our algorithm on the test scenes.

In deferred shading, the area light is sampled and the visibility term
between each light sample and each shaded point is calculated ac-
cording to the depth grid. We march along the ray from a shaded
point to a light sample at a fixed step. For a ray sample with a
depth value z, suppose it is in the ithsubinterval on pixel location
p in the depth grid, and the captured depth value in that grid cell
is zi,p. The algorithm searches for the first non-zero subinterval j
along the ray towards the light. If there is no such an interval, the
ray is non-occluded. Otherwise, according to zi,p and z j,p, it is easy
to determine whether the ray has been occluded or not as summa-
rized in Table 1. The visibility term can be set to be zero if the ray
is occluded or one if not. The irradiance of each shaded point can
be accumulated by the product of the intensity of each light sample
with its visibility term to generate realistic soft shadows.

3 Results

Table 2 shows the performance of our algorithm with different num-
ber of light and ray samples at 512x512 on a commodity PC of Intel
Duo Core 2.4G Hz with 3GB memory, and NVIDIA Geforce 280
GTX. The computation for visibility term dominates the algorithm
running time, which could be accelerated by taking advantage of
the coherency between adjacent pixels in the future.
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